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1 What is the size of a set?

The motivation for the study of Measure Theory comes from the notion of lengths, areas,
and volumes. These concepts can be regarded as functions m : Domm Ñ R̄ with some
specific properties, where R̄ “ R Y t´∞,`∞u∗. Usually, we know how to compute the
lenghts, areas and volumes of lines, squares, cubes and even more complicated shapes,
such as the ones foundwhendealingwithmultiple integrals inmultidimensionalAnalysis.
Our goal is to obtain a function that attributes the volume† of an arbitrary subset of Rn.
Thus, we pick Domm “ PpRnq.

First of all, we know volumes are strictly positive, and thus we may demand in our
definition thatmpEq ě 0,@E P PpRnq.

We know that the volume of two disjoint sets if simply the sum of the volumes of each
individual set. Therefore,mpE\ Fq “ mpEq `mpFq,@E, F P PpRnq.

Notation:
We denote the union of two disjoint sets E, F as E\ F. The set E\ F is identical to the

set EY F, but the notation \ indicates that EX F “ ∅. ♦

We also know volumes are invariant under some kinds of transformation. If a trans-
formation β : Rn Ñ Rn preserves the distance between points - exempli gratia, rotations
and translations -, then is should hold that mpβpEqq “ mpEq,@E P PpRnq. We shall re-
fer to these transformations β with a certain frequency, which motivates us to define a
movement.

Definition 1 [Movement]:
Let n P N and consider the metric space pRn,dq, where d is the Euclidean metric. A

movement in Rn is an isometry β : Rn Ñ Rn, id est, a bĳection from Rn onto itself such that

d pβpxq,βpyqq “ dpx,yq,@ x,y P Rn. (1.1)
♠

Notice that the movement of a set E P PpRnq is simply the image of the set under that
movement. Thus, we demandm to be invariant under movements.

∗We shall make this more formal in a while. For now, let us concentrate on the intuitive notions.
†For simplicity, let us say only “volume”, but of course the same could be said about lengths and areas
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Finally, if we expect to obtain a uniqueness theorem concerning the existence of
volumes on Rn, we should impose a normalization condition. Therefore, we shall require
thatm pp0, 1snq “ 1.

We now have four axioms concerning the functionm : PpRnq Ñ R:

i. mpEq ě 0,@E P PpRnq Ñ R;

ii. mpE\ Fq “ mpEq `mpFq,@E, F P PpRnq;

iii. for any movement β : Rn Ñ Rn, pm ˝ βqpEq “ mpEq,@E P PpRnq;

iv. m pp0, 1snq “ 1.

The problem we want to solve is, @n P N, to find such a function.
Sadly, it has been proven by Hausdorff in 1914 that such a problem has no solution in

Rn with n ě 3. In 1924, Banach showed the problem does admit a solution for n ă 3, but
such a solution is not unique.

The reason the problem fails to have a solution for n ě 3 is the fact that ZFC (Zermelo-
Frankel Set Theory with the Axiom of Choice) does not respect the following Galilean
principle:

A body, upon being separated in finitely many parts, can be recombined
through movements in a way such that the final occupied volume exceeds
the initial volume.

Indeed, the Axiom of Choice allows for the proof of the Banach-Tarski Theorem.

Banach-Tarski Theorem:
Let n P N,n ě 3. Let E, F P PpRnq be limited sets with non-empty interior. Then there are

k P N,Ei P PpEiq, i P tiuki“1 ;Ei X Ej “ ∅,@ i ‰ j and movements βi : Rn Ñ Rn, i P tiuki“1
such that

k
ğ

i“1
Ei “ E,

k
ď

i“1
βipEiq “ F. (1.2)

�

If there were a function m : PpRnq Ñ R satisfying the properties we have previously
required, this would lead to contradiction.

Firstly, notice that induction allows us to conclude that

m

˜

k
ğ

i“1
Ei

¸

“

k
ÿ

i“1
mpEiq. (1.3)

This holds for any collection of finitely many disjoint sets.
Furthermore, notice that E Ď Fñ mpEq ď mpFq. Indeed,

F “ pFX Eq \ pFX Ecq ,
F “ E\ FzE,

mpFq “ mpEq `mpFzEq,
mpFq ě mpEq. (1.4)
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For every i P tiuki“1, let us define F1 “ E1 and Fi`1 “ Ei`1z
Ůi
j“1 Fj. This defines a

finite sequence of sets such that Fi Ď Ei,@ P tiuki“1 and
Ůk
i“1 Fi “

Ťk
i“1 Ei. Thus, we have

m

˜

k
ď

i“1
Ei

¸

“ m

˜

k
ğ

i“1
Fi

¸

,

“

k
ÿ

i“1
mpFiq,

ď

k
ÿ

i“1
mpEiq. (1.5)

Therefore, if we consider the statement of the Banach-Tarski Theorem, we see that

mpEq “

k
ÿ

i“1
mpEiq. (1.6)

Furthermore, sincem is invariant under movements,

mpFq “ m

˜

k
ď

i“1
βipEiq

¸

,

ď

k
ÿ

i“1
mpβipEiqq,

“

k
ÿ

i“1
mpEiq,

“ mpEq. (1.7)

This might not seen like a problem at first. However, notice that the result holds for
any F. In particular, let us pick E “ p0, 1sn and F “ p0, 1sn´1 ˆ p0, 2s. Notice that

F “ p0, 1sn \ p0, 1sn´1 ˆ p1, 2s. (1.8)

Notice that p0, 1sn´1 ˆ p1, 2s “ βpEq, where β : Rn Ñ Rn is given by βpx1, ¨ ¨ ¨ , xnq “
px1, ¨ ¨ ¨ , xn ` 1q, which is a movement. Thus, we get that

F “ E\ βpEq,
mpFq “ mpEq `mpβpEqq,

“ 2mpEq,
“ 2. (1.9)

However, we have seen thatmpFq ď mpEq, which leads us to the conclusion that 2 ă 1,
which is clearly wrong.

We may state another similar problem. In our current formulation, it holds that
m

´

Ůk
i“1 Ei “

řk
i“1mpEiq

¯

, but it would be interesting for this condition to hold more
generally. After all, it might seem reasonable that the volume of a set made of countably
many disjoint sets is the sum of their individual volumes. We would then be interested in
finding a functionm : PpRnq Ñ R̄ such that
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i. mpEq ě 0,@E P PpRnq Ñ R;

ii. m
`
Ů`∞
i“1 Ei

˘

“ mpEq `mpFq,@ pEiqiPN P PpRnq
N;

iii. for any movement β : Rn Ñ Rn, pm ˝ βqpEq “ mpEq,@E P PpRnq;

iv. m pp0, 1snq “ 1.

This new problem might seem silly, since its easier version was already unsolvable
in dimensions equal to or higher than 3. However, we must acknowledge that such a
restriction could force the solutions (that do exist) to dimensions n “ 1, 2 to be unique.
Vitali proved in 1905 that is doesn’t happen and, in fact, such a problem admits no solution
in any dimension. It might be instructive to see this in dimension n “ 1.

Lemma 2:
@y P R, let βy : RÑ R denote the function βypxq “ x` y. βy is a movement. �

Proof:
Let x,y, z P R.

dpβzpxq,βzpyqq “ |βzpxq ´ βzpyq|,
“ |x` z´ y´ z|,
“ |x´ y|,
“ dpx,yq. (1.10)

This concludes the proof. �

Lemma 3:
Supposem : PpRq Ñ R̄ is a function such that

i. mpEq ě 0,@E P PpRq Ñ R;

ii. m
`
Ů`∞
i“1 Ei

˘

“ mpEq `mpFq,@ pEiqiPN P PpRq
N;

iii. for any movement β : RÑ R, pm ˝ βqpEq “ mpEq,@E P PpRq;

iv. m pp0, 1sq “ 1.

Thenm ppa,bsq “ b´ a,@a,b P R,a ă b. �

Proof:
Suppose a “ 0,b P N˚. If b “ 1, the result is trivial. Let us assume then that b ą 1.

If, @y P R, we define βy : R Ñ R through βypxq “ x ` y (Lemma 2 guarantees this is a
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movement), we can write

p0,bs “
b´1
ğ

n“0
pn,n` 1s,

“

b´1
ğ

n“0
βnpp0, 1sq,

mpp0,bsq “
b´1
ÿ

n“0
mpβnpp0, 1sqq,

“

b´1
ÿ

n“0
mpp0, 1sq,

“ b ¨mpp0, 1sq,
“ b. (1.11)

Since we know mpp0,b ´ asq “ b ´ a, it follows that mppa,bsq “ b ´ a whenever
b ´ a P N, for βa is a movement. Due to this same reason, we might without any loss of
generality always assume a “ 0 and simply prove the result for p0,bs, for b P R`.

If b P Q`, then we know that there are integers (which we can take to be natural
numbers, since b ą 0) p and q, q ‰ 0, such that b “ p

q . Notice thatmpp0,qbsq “ p due to
our previous result. However

p0,qbs “
q
ğ

n“1
pb ¨ pn´ 1q,b ¨ ns,

“

q
ğ

n“1
βpn´1qbpp0,bsq,

mpp0,qbsq “
q
ÿ

n“1
m

`

βpn´1qbpp0,bsq
˘

,

p “

q
ÿ

n“1
m pp0,bsq ,

“ qm pp0,bsq ,

m pp0,bsq “ p

q
. (1.12)

This proves the result whenever b´a P Q`. Wemust now deal with the case in which
b´ a P R`zQ.

Suppose b P R`zQ. Let us define a sequence pynqnPN P QN such that yn`1 ą yn ě
y0 “ 0,@n P N and yn Ñ b. This is possible, since R is the closure of Q in the standard
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topology. Thus, we may write

p0,bs “
`∞
ğ

n“0
pyn,yn`1s,

mpp0,bsq “ m

˜

`∞
ğ

n“0
pyn,yn`1s

¸

,

“

`∞
ÿ

n“0
m ppyn,yn`1sq ,

“

`∞
ÿ

n“0
yn`1 ´ yn,

“ lim
NÑ`∞

N
ÿ

n“0
yn`1 ´ yn,

“ lim
NÑ`∞yN ´ y0,

“ lim
nÑ`∞yn,

“ b. (1.13)

This concludes the proof. �

Theorem 4:
There are no functionsm : PpRq Ñ R̄ such that

i. mpEq ě 0,@E P PpRq Ñ R;

ii. m
`
Ů`∞
i“1 Ei

˘

“ mpEq `mpFq,@ pEiqiPN P PpRq
N;

iii. for any movement β : RÑ R, pm ˝ βqpEq “ mpEq,@E P PpRq;

iv. m pp0, 1sq “ 1. �

Proof:
Let us beginwith a generic closed interval ra,bs. Notice thatmpra,bsq “ b´a. Indeed,

since ra,bs Ď pa´ ε,bs,@ ε ą 0, we get thatmpra,bsq ď mppa´ ε,bsq “ b´a` ε,@ ε ą 0.
Thus,mpra,bsq “ b´ a.

Let us introduce an equivalence relation „ in r0, 1s. We shall say x „ y ô x´ y P Q.
This is an equivalence relation indeed:

i. x „ x, for x´ x “ 0 P Q;

ii. if x „ y, then x´ y P Q. Since y´ x “ ´px´ yq P Q, we see that y „ x;

iii. if x „ y and y „ z, then x ´ y,y ´ z P Q. Therefore, x ´ z “ px ´ yq ` py ´ zq P Q
and we see that x „ z.

Since„ is an equivalence relation on r0, 1s, its equivalence classes constitute a disjoint
covering of r0, 1s. The Axiom of Choice allows us to create a set V comprised of one, and
only one, element from each equivalence class.
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@y P R, let βy : RÑ R denote the movement βypxq “ x` y. It is indeed a movement
due to Lemma 2. Given r, s P Q, I claim that βrpVq X βspVq “ ∅whenever r ‰ s.

Suppose x P βrpVq X βspVq. Since x P βrpVq, there is y P V such that x “ y` r. Since
x P βspVq, there is z P V such that x “ z` s. As a consequence, we see that z “ y`pr´ sq.
If we write q “ r´ s (notice that q P Q), we see that z´y “ q. Therefore, z „ y. However,
by definition of V , there are no two distinct elements of V that are equivalent. Therefore,
we conclude z “ y and thus r “ s.

I now claim that, if we define Q1 “ QX r´1, 1s,

r0, 1s Ď
ğ

rPQ1

βrpVq Ď r´1, 2s. (1.14)

Let x P V . By construction, V Ď r0, 1s, and therefore x ď 1. Thus, if r P Q1, we know
that x` r ď 1, for r ď 1. Similarly, we know that x ě 0 and r ě ´1. Thus, x` r ě ´1. This
proves βrpVq Ď r´1, 2s,@ r P Q1. Since βrpVq X βspVq “ ∅whenever r ‰ s, it follows that

ğ

rPQ1

βrpVq Ď r´1, 2s. (1.15)

Let now x P r0, 1s. Then x is in some equivalence class E of „. We know there is one,
and only one, y P E X V . Since x,y P r0, 1s, we know that x ´ y P r´1, 1s. Since x,y P E,
x ´ y P Q. Thus, there is some r P Q1 such that x “ y ` r. Therefore, x P βrpVq. We
conclude that

r0, 1s Ď
ğ

rPQ1

βrpVq. (1.16)

We now may see that, since Q is countable,

r0, 1s Ď
ğ

rPQ1

βrpVq Ď r´1, 2s,

mpr0, 1sq ď m

˜

ğ

rPQ1

βrpVq

¸

ď mpr´1, 2sq,

1 ď
ÿ

rPQ1

m pβrpVqq ď 3,

1 ď
ÿ

rPQ1

m pVq ď 3. (1.17)

This inequality fails for any value of mpVq, finite or infinite. If mpVq “ 0, then we
get that 1 ă 0. If mpVq ą 0, then we get that `∞ ă 3. Thus, it is impossible for such a
functionm to exist. �

The interest in proving Theorem 4 comes in the search for an answer to the question
“What did we do wrong?”. Some axiom (or axioms) assumed in the definition ofmmust
have been too strong, to the point of leading us into failure.

The proof to Theorem 4 showeduswhere the problem arose: therewas some setV (the
so-called Vitali Set) which could not be measure, and assuming it could be measured led
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to a contradiction. Similarly, with the Banach-Tarski Theorem, there would be no paradox
if at least some of the sets that decompose Ewere actually impossible to measure.

Perhaps we were too greedy when trying to measure every possible set of PpRnq. We
shall now abandon our original goal of measuring every possible set and, instead, simply
try to measure many sets.

2 Set Structures

Since measuring every element of PpRnq failed, we must now pursue the families of sets
whichwe couldmeasure. Thus, instead of dealing directlywith the functions that attribute
volume to sets, let us first be humble and prepare the stage.

Definition 5 [Symmetric Difference]:
Let M be a set. Given E, F P PpMq, we define the symmetric difference of E and F,

denoted E4F, is defined as
E4F ” pEY FqzpEX Fq. (2.1)

♠

Lemma 6:
LetM be a set, E, F P PpMq. Then

E4F “ pEzFq \ pFzEq. (2.2)
�

Proof:

E4F “ pEY FqzpEX Fq,
“ pEY Fq X pEX Fqc,
“

`

EX pEX Fqc
˘

Y
`

FX pEX Fqc
˘

,
“ pEX Fcq Y pFX Ecq ,
“ pEzFq Y pFzEq . (2.3)

Since EzF Ď E and FzE “ FX Ec Ď Ec, we see that pEzFq X pFzEq “ ∅. �

Proposition 7:
LetM be a set. Given E, F,G P PpMq, it holds that

i. E4F “ F4E;

ii. E4pF4Gq “ pE4Fq4G. �

Proof:
For commutativity, one just needs to see that

E4F “ pEY FqzpEX Fq,
“ pFY EqzpFY Eq,
“ F4E. (2.4)
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Associativity demands a bit more calculation:

pE4Fq4G “ rpE4Fq XGcs Y
“

pE4Fqc XG
‰

,
“ trpEX Fcq Y pFX Ecqs XGcu Y

“

pE4Fqc XG
‰

,
“ rEX Fc XGcs Y rFX Ec XGcs Y

 

rpEY Fq X pEc Y Fcqs
c
XG

(

,
“ rEX Fc XGcs Y rFX Ec XGcs Y trpEc X Fcq Y pEX Fqs XGu ,
“ rEX Fc XGcs Y rFX Ec XGcs Y rEc X Fc XGs Y rEX FXGs ,
“ rFc XGc X Es Y rFXGc X Ecs Y rGX Fc X Ecs Y rFXGX Es ,
“ rFXGc X Ecs Y rGX Fc X Ecs Y rFc XGc X Es Y rFXGX Es ,
“ rFXGc X Ecs Y rGX Fc X Ecs Y trpFc XGcq Y pFXGqs X Eu ,
“ rFXGc X Ecs Y rGX Fc X Ecs Y

 

rpFYGq X pFc YGcqs
c
X E

(

,
“ trpFXGcq Y pGX Fcqs X Ecu Y

“

pF4Gqc X E
‰

,
“ rpF4Gq X Ecs Y

“

pF4Gqc X E
‰

,
“ pF4Gq4E,
“ E4 pF4Gq . (2.5)

This concludes the proof. �

Lemma 8:
LetM be a set and let E, F P PpMq. Suppose EX F “ ∅. Then E4F “ EY F. �

Proof:

E4F “ pEY FqzpEX Fq,
“ pEY Fqz∅,
“ EY F. (2.6)

This concludes the proof. �

Lemma 9:
LetM be a set and let E, F P PpMq. Suppose F Ď E. Then E4F “ EzF. �

Proof:

E4F “ pEY FqzpEX Fq,
“ EzF. (2.7)

This concludes the proof. �

Since 4 is associative, we may define its action on a non-empty finite family of sets.

Definition 10 [Symmetric Difference of a Family]:
LetM be a set, m P N, E “ tEiumi“1 Ď PpMq. We define the symmetric difference of the

family E, 4E, through
4E “ E14 ¨ ¨ ¨4Em. (2.8)
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We might also use the notation4m
n“1 En. ♠

Proposition 11:
LetM be a set,m P N, tEnumn“1 Ď PpMq. Then

m

4
n“1

En “ tp PM;p P Ei for an odd quantity of Eiu . (2.9)

�

Proof:
Let us prove this by induction onm. We begin withm “ 2.
We know that E4F “ pEY FqzpEX Fq. Thus, if x is in neither E nor F, then x R E4F. If

x P EX F, then x R E4F. If either x P E or x P F, then x P EY F, but x R EX F. Thus, x P E4F.
Suppose now x P 4m´1

n“1 En. If x P Em, then x R Em4
”

4m´1
n“1 En

ı

“ 4m
n“1 En and x

is in an even number of Ei (for it was in an odd number of Ei when Em was ignored). A
similar reasoning covers the three other cases and concludes the proof. �

Notation:
Let M and N be sets. Let f : M Ñ N be a function. Given E P PpNq, we denote its

preimage by f´1pNq. Given a family E Ď PpNq, we denote the family of the preimages of
the elements of E through

f´1pEq “
!

f´1pEq P PpMq;E P E
)

. (2.10)
♦

Definition 12 [Infima and Suprema of Sequences of Subsets]:
Let M be a set. Let pEnqnPN P PpMqN. We define the infimum infnPN En of pEnqnPN

through

inf
nPN

En “

`∞
č

n“0
En. (2.11)

Similarly, we define the supremum infnPN En of En through

sup
nPN

En “

`∞
ď

n“0
En. (2.12)

♠

Remark:
Notice that infnPN En is the largest set contained in every En, whilst supnPN En is the

smallest set containing every En. “Largest” and “smallest” should be understood in terms
of the inclusion order. ♣

Definition 13 [Limits of Sequences of Subsets]:
Let M be a set. Let pEnqnPN P PpMqN. We define the superior limit of pEnqnPN,

lim supnÑ`∞ En, through
lim sup
nÑ`∞ En “ inf

nPN
sup
kěn

Ek. (2.13)
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Similarly, we define the inferior limit of pEnqnPN, lim infnÑ`∞ En, through
lim inf
nÑ`∞ En “ sup

nPN
inf
kěn

Ek. (2.14)

If it holds that lim supnÑ`∞ En “ lim infnÑ`∞ En, the sequence pEnqnPN is said to
converge to E, where E “ lim supnÑ`∞ En “ lim infnÑ`∞ En, and we write

lim
nÑ`∞En “ E. (2.15)

♠

Proposition 14:
LetM be a set. Let pEnqnPN P PpMqN. Then the following statements hold:

i. lim infnÑ`∞ En “ tp PM; Dn P N;p P Ek,@ k ě nu;

ii. lim supnÑ`∞ En “ tp PM;@n P N, Dk ě n;p P Eku;

iii. lim infnÑ`∞ En Ď lim supnÑ`∞ En;
iv. rlim infnÑ`∞ Ensc “ lim supnÑ`∞ Enc and

“

lim supnÑ`∞ En‰c
“ lim infnÑ`∞ Enc;

v.
`

lim supnÑ`∞ En˘ z plim infnÑ`∞ Enq “ lim supnÑ`∞ pEn4En`1q. �

Proof:

i. Assume p P lim infnÑ`∞ En. Due to the definition of lim inf, this means that
p P supnPN infkěn Ek. Thus, there is some n P N such that p P infkěn Ek, id est,
p P Ek,@k ě n.

Suppose now that Dn P N;p P Ek,@k ě n. Then it means p P infkěn Ek. As a
consequence, p P supnPN infkěn Ek “ lim infnÑ`∞ En.

ii. Assume p P lim supnÑ`∞ En. Due to the definition of lim sup, this means that
p P infnPN supkěn Ek. Thus, @n P N, p P supkěn Ek, id est, @n P N, Dk ě n;p P Ek.

Suppose now that @n P N, Dk ě n;p P Ek. Then it means that @n P N, p P
supkěn Ek. As a consequence, p P infnPN supkěn Ek “ lim supnÑ`∞ En.

iii. Assume that Dn P N;p P Ek,@k ě n. Let m P N. If m ď n, then we know there is
k ě m such that p P Ek, for every k ě n ě m satisfies this. Ifm ą n, then we know
that every k ě m is such that p P Ek, for every k ě m ą n satisfies this. From the
previous items follows the thesis.
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iv. This is a consequence of de Morgan’s laws:
„

lim inf
nÑ`∞ En

c
“

« ∞
ď

n“0

`∞
č

k“n

Ek

ffc

,

“

∞
č

n“0

«

`∞
č

k“n

Ek

ffc

,

“

∞
č

n“0

`∞
ď

k“n

Ek
c,

“ inf
nPN

sup
kěn

Ek
c,

“ lim sup
nÑ`∞ Ek

c; (2.16)

„

lim sup
nÑ`∞ En

c
“

« ∞
č

n“0

`∞
ď

k“n

Ek

ffc

,

“

∞
ď

n“0

«

`∞
ď

k“n

Ek

ffc

,

“

∞
ď

n“0

`∞
č

k“n

Ek
c,

“ sup
nPN

inf
kěn

Ek
c,

“ lim inf
nÑ`∞ Ekc. (2.17)

v. Let us assume p P
“

lim supnÑ`∞ En‰ z rlim infnÑ`∞ Ens. Notice that, due to previ-
ous items,

p P

„

lim sup
nÑ`∞ En



z

„

lim inf
nÑ`∞ En



“

„

lim sup
nÑ`∞ En



X

„

lim inf
nÑ`∞ En

c
,

“

„

lim sup
nÑ`∞ En



X

„

lim sup
nÑ`∞ En

c


. (2.18)

Thus, @k P N, Dn,m ą k;p P En X Ec
m. We want to show that @ k P N, Dn ą k;p P

En4En`1.
Let us prove this by contradiction. Assume Dk P N;@n ą k,p R En4En`1. If
p R En4En`1, then

p P rEn4En`1s
c
“

“

pEn Y En`1q X pEn X En`1q
c‰c,

“ pEn Y En`1q
c
Y pEn X En`1q,

“ pEn
c X En`1

cq Y pEn X En`1q. (2.19)

Suppose, for a given n ą p, that p P En. Since p R En4En`1, it follows that
p P pEn

c X En`1
cq Y pEn X En`1q. The fact that p P En implies then that p P En`1.
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As a consequence, we see that p P Em,@m ě n, and thus it can’t hold that @n P
N, Dm ą n;p P Ec

m. Thus, p P lim supnÑ`∞ pEn4En`1q, proving that
ˆ

lim sup
nÑ`∞ En

˙

z

ˆ

lim inf
nÑ`∞ En

˙

Ď lim sup
nÑ`∞ pEn4En`1q . (2.20)

Let us suppose now that p P lim supnÑ`∞ pEn4En`1q. Then @ k P N, Dn ą k;p P
En4En`1. Since

„

lim sup
nÑ`∞ En



z

„

lim inf
nÑ`∞ En



“

„

lim sup
nÑ`∞ En



X

„

lim sup
nÑ`∞ En

c


, (2.21)

we want to prove that @k P N, Dn,m ą k;p P En X Ec
m.

Let us prove the contrapositive of this implication. Assuming Dk P N;@n,m ą

k,p R En X Ec
m, id est, p P pEn X Ec

mq “ Ec
n Y Em, we want to prove that Dk P

N;@m ą k,p P rEm4Em`1s
c. In particular, we might take m “ n ` 1 and see

that Dk P N;@n ą k,p P Ec
n Y En`1. We may also take n “ m ` 1 and see that

Dk P N;@m ą k,p P Ec
m`1 Y Em. Thus, we see that Dk P N;@m ą k

p P rEc
m Y Em`1s X

“

Ec
m`1 Y Em

‰

“ rEmzEm`1s
c
X rEm`1zEms

c,
“ rpEmzEm`1q Y pEm`1zEms

c,
“ rEm4Em`1s

c, (2.22)

and therefore we have proven the contrapositive of the statement that

lim sup
nÑ`∞ pEn4En`1q Ď

ˆ

lim sup
nÑ`∞ En

˙

z

ˆ

lim inf
nÑ`∞ En

˙

. (2.23)

Joining these two results, we conclude, as desired, that
ˆ

lim sup
nÑ`∞ En

˙

z

ˆ

lim inf
nÑ`∞ En

˙

“ lim sup
nÑ`∞ pEn4En`1q , (2.24)

concluding the proof. �

Definition 15 [Monotone Sequences]:
LetM be a set and let pEnqnPN P PpMqN. The sequence pEnqnPN is said to be increasing

if, and only if, En Ď En`1,@n P N. It is said to be decreasing if, and only if, En`1 Ď En. It
is said to be monotone if, and only if, it is increasing or decreasing. ♠

Proposition 16:
Let M be a set and let pEnqnPN P PpMqN be a monotone sequence. pEnqnPN converges. If

pEnqnPN is increasing, then
lim
nÑ`∞En “ sup

nPN
En. (2.25)

On the other hand, if pEnqnPN is decreasing, then

lim
nÑ`∞En “ inf

nPN
En. (2.26)

�
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Proof:
We shall do the proof for the case inwhich pEnqnPN. The case for a decreasing sequence

follows from a similar argument.
Notice that, since En Ď En`1,@n P N, it holds that infkěn Ek “ En. Indeed, En Ď

Ek,@ k ě n, meaning En Ď infkěn Ek. By the definition of infimum, infkěn Ek Ď En, and
the equality follows from these two inequalities.

Furthermore, given m,n P N, then we have that supkěm Ek “ supkěn Ek. Indeed,
let us assume without any loss of generality that m ě n. Notice that El Ď Em Ď

supkěm Ek,@ l P tlu
m
l“n, and thus

sup
kěn

Ek “

m´1
ď

l“n

El Y sup
kěm

Ek,

“ sup
kěm

Ek. (2.27)

Finally, notice that

lim sup
nÑ`∞ En “ inf

nPN
sup
kěn

Ek,

“ inf
nPN

sup
kě0

Ek,

“ sup
kě0

Ek,

“ sup
nPN

En. (2.28)

On the other hand,

lim inf
nÑ`∞ En “ sup

nPN
inf
kěn

Ek,

“ sup
nPN

En,

“ lim sup
nÑ`∞ En. (2.29)

Therefore, we may conclude that pEnqnPN converges. Since

lim sup
nÑ`∞ En “ lim inf

nÑ`∞ En “ sup
nPN

En, (2.30)

we see that

lim
nÑ`∞En “ sup

nPN
En, (2.31)

concluding the proof. �

Computing the limits of series of sets might be troublesome, but there is a way of
converting such limits into numerical limits by employing characteristic functions.
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Definition 17 [Characteristic Function of a Set]:
LetM be a set and E P PpEq. The characteristic function of E is the function χE : M Ñ

t0, 1u defined through

χEpxq “

#

1, if x P E,
0, if x R E.

(2.32)
♠

Proposition 18:
LetM be a set and pEnqnPN P PpMqN. For every p PM it holds that

χlim sup
nÑ`∞ Enppq “ lim sup

nÑ`∞ χEnppq, χlim inf
nÑ`∞Enppq “ lim inf

nÑ`∞ χEnppq. (2.33)

�

Proof:
Suppose χlim sup

nÑ`∞ Enppq “ 1, id est, p P lim sup
nÑ`∞ En. Then p P En for infinitely many

n P N, id est, @n P N, Dk ě n;p P Ek. Thus, @n P N, Dk ě n;χEkppq “ 1. It follows that

lim sup
nÑ`∞ χEnppq “ inf

nPN
sup
kěn

χEkppq,

“ inf
nPN

1,

“ 1,
“ χlim sup

nÑ`∞ Enppq. (2.34)

Suppose now χlim sup
nÑ`∞ Enppq “ 0, id est, p R lim sup

nÑ`∞ En. Then Dnp P N;@k ě np,p R Ek.

It follows that

lim sup
nÑ`∞ χEnppq “ inf

nPN
sup
kěn

χEkppq,

“ inf
něnp

sup
kěn

χEkppq,

“ inf
něnp

0,

“ 0,
“ χlim sup

nÑ`∞ Enppq. (2.35)

The proof for the inferior limit is analogous. �

We might now define some algebraic structures in order to shape the collections of
sets we want to work with.

Definition 19 [Group]:
Let G be a set and let ‚ : Gˆ GÑ G be a function. The pair pG, ‚q is said to be a group

if, and only if,

i. @g1,g2,g3 P G,g1 ‚ pg2 ‚ g3q “ pg1 ‚ g2q ‚ g3 (associativity);

ii. D e P G;@g P G,g ‚ e “ e ‚ g “ g (existence of neutral element);
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iii. @g P G, Dg´1 P G;g ‚ g´1 “ g´1 ‚ g “ e (existence of inverse).

A group pG, ‚q is said to be Abelian or commutative if, and only if, @g1,g2 P G,g1 ‚ g2 “

g2 ‚ g1 (commutativity). ♠

Lemma 20:
Let pG, ‚q be a group. The following properties hold:

i. D! e P G;@g P G,g ‚ e “ e ‚ g “ g;

ii. @g P G, D!g´1 P G;g ‚ g´1 “ g´1 ‚ g “ e. �

Proof:

i. Suppose e and e˚ are neutral elements of G. Then it follows that

e “ e ‚ e˚ “ e˚. (2.36)

ii. Given g P G, suppose g´1 and g˚ are inverses of g. Then

g˚ “ e ‚ g˚ “ pg´1 ‚ gq ‚ g˚ “ g´1 ‚ pg ‚ g˚q “ g´1 ‚ e “ g´1. (2.37)

This concludes the proof. �

Proposition 21:
LetM be a set. pPpMq,4q is an Abelian group. �

Proof:
By construction, 4 : PpMq ˆ PpMq Ñ PpMq is a function. Proposition 7 guarantees 4

is associative and commutative. Notice that, given any E P PpMq,

E4∅ “ pEY∅qzpEX∅q,
“ Ez∅,
“ E. (2.38)

Since 4 is commutative, ∅4E “ E as well. Thus, ∅ is a neutral element. Furthermore,
notice that, given E P PpMq,

E4E “ pEY EqzpEX Eq,
“ EzE,
“ ∅. (2.39)

Therefore, a given set E P PpMq has itself as is its own inverse. This concludes the
proof. �

Definition 22 [Ring]:
Let R be a set and let ` : Rˆ RÑ R and ‚ : Rˆ RÑ R be functions. The triple pR,`, ‚q

is said to be a ring if, and only if,

i. pR,`q is an Abelian group;
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ii. ‚ is associative: @a,b, c P R,a ‚ pb ¨ cq “ pa ‚ bq ‚ c;

iii. @a,b, c P R,a ‚ pb` cq “ a ‚ b` a ‚ c (left distributive law of ‚ over `);

iv. @a,b, c P R, pa` bq ‚ c “ a ‚ c` b ‚ c (right distributive law of ‚ over `).

A ring pR,`, ‚q is said to be unital if D 1 P R;@a P R,a ‚ 1 “ 1 ‚ a “ a, in which case 1 is
called the ring’s unity. It is said to be commutative if @a,b P R,a ‚ b “ b ‚ a.

The operation ` is commonly referred to as addition, while ‚ is commonly referred to
as multiplication. ♠

Notation:
In a ring pR,`, ‚q, we denote the inverse additive element of some element a P R by

´a. ♦

Lemma 23:
Let pR,`, ‚q be a unital ring. D! 1 P R;@a P R, 1 ‚ a “ a ‚ 1 “ a. �

Proof:
Suppose 1 and 1˚ are unities of pR,`, ‚q. Then

1 “ 1 ‚ 1˚ “ 1˚, (2.40)

as desired. �

Proposition 24:
LetM be a set. pPpMq,4,Xq is a unital commutative ring. �

Proof:
Proposition 21 guarantees pPpMq,4q is anAbelian group. It is known from elementary

set theory that X is commutative and associative. Given E P PpMq, notice that

EXM “MX E “ E. (2.41)

Hence, if pPpMq,4,Xq is a ring, it is a unital commutative ring with unityM. We now
must only prove the distributive laws. Notice, though, that since X is commutative, we
may prove only one of the commutative laws, for the other will be implied.

Let E, F,G P PpMq. Then

EX pF4Gq “ EX rpFYGq X pFc YGcqs ,
“ EX pFYGq X pFc YGcq,
“ EX rFYGs X rEc Y Fc YGcs,
“ rpEX Fq Y pEXGqs X rEc Y Fc Y Ec YGcs,
“ rpEX Fq Y pEXGqs X rpEX Fqc Y pEXGqcs,
“ rpEX Fq Y pEXGqs X rpEX Fq X pEXGqsc,
“ pEX Fq4pEXGq. (2.42)

Therefore, X distributes over 4, concluding the proof. �
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Definition 25 [Subring]:
Let pR,`, ‚q be a ring. A subring of pR,`, ‚q is a ring pS,‘,dq such that S Ď R,

‘ : Sˆ SÑ S is given by pa,bq ÞÑ a` b and d : Sˆ SÑ S is given by pa,bq ÞÑ a ‚ b. ♠

Notation:
In general, if pR,`, ‚q is a ring, we shall denote addition on a subring S by ` and

multiplication by ‚, despite the fact that we are indeed considering the restrictions of `
and ‚ to Sˆ S. ♦

Lemma 26:
Let pR,`, ‚q be a commutative ring and let pS,`, ‚q be a subring. pS,`, ‚q is commutative. �

Proof:
We know that @a,b P R,a ‚ b “ b ¨ a. In particular, this holds for all a,b P S. This

concludes the proof. �

Proposition 27:
Let pR,`, ‚q be a ring. Let 0 denote the neutral additive element. Let S Ď R. Suppose

@a,b P S,a`b P S and a ‚b P S, 0 P S and @a,´a P S. Then it holds that pS,`, ‚q is a ring. �

Proof:
Since pR,`, ‚q is a ring, we know ` is commutative and associative for all elements of

R. This implies commutativity and associativity for all elements of S as a particular case.
Since 0 P S and @a P S,´a P S, it holds that pS,`q is an Abelian group, for 0 is the neutral
additive element for all elements of R (in particular, for all elements of S) and ´a is the
additive inverse of a.

Since ‚ is associative for all elements of R, it holds in particular that it is associative for
all elements of S.

Since the distributive laws holds for all elements of R, it holds in particular that they
hold for all elements of S. �

Remark:
Notice that a subring of a unital ring doesn’t need to be unital! It is not guaranteed by

the definition that the unity will be an element of the subring. ♣

Definition 28 [Boolean Ring]:
LetM be a set and letR Ď PpMq be non-empty. R is said to be a ring of sets, also known

as a Boolean ring, overM if, and only if, pR,4,Xq is a subring of pPpMq,4, capq. ♠

Remark:
We shall often refer to Boolean rings as simply rings. ♣

Lemma 29:
Let R be a ring over some setM. Then ∅ P R. �

Proof:
By definition, R is non-empty, and thus there is some E P R. Since R is a Boolean ring,

we know E4E “ ∅ P R. This concludes the proof. �
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Lemma 30:
LetM be a set. Let E, F P PpMq. Then it holds that

EY F “ rE4Fs4rEX Fs, EzF “ E4rEX Fs, EzF “ rEY Fs4rE4Fs. (2.43)
�

Proof:
Notice that rE4Fs X rEX Fs “ ∅:

rE4Fs X rEX Fs “ rEY Fs X rEX Fsc X rEX Fs,
“ ∅. (2.44)

Lemma 8 implies then that

rE4Fs4rEX Fs “ rE4Fs \ rEX Fs,
“ rpEY Fq X pEX Fqcs Y pEX Fq,
“ pEY Fq Y pEX Fq,
“ EY F. (2.45)

For the second identity, notice that EX F Ď E. Thus, Lemma 9 yields

E4rEX Fs “ EzpEX Fq,
“ EzF. (2.46)

Finally, notice, for the third identity, that E4F Ď EY F. Lemma 9 then implies

rEY Fs4rE4Fs “ rEY FszrE4Fs,
“ pEY Fq X rpEY Fq X pEX Fqcs

c,
“ pEY Fq X rpEY Fqc Y pEX Fqs,
“ pEY Fq X pEX Fq,
“ pEX Fq, (2.47)

as desired. �

Theorem 31:
LetM be a set and let R Ď PpMq be non-empty. Then the following are equivalent:

i. R is a ring overM;

ii. @E, F P R,E4F P R,EX F P R;

iii. @E, F P R,E4F P R,EY F P R;

iv. @E, F P R,EzF P R,EY F P R. �

Proof:

– 19 –



i. ô ii. If i. holds, the definition of rind over a set automatically implies ii. Suppose
then that ii. holds. Since R is non-empty, DE P R. Notice that @E P R,´E P R, for E
is its own additive inverse. Furthermore, E4E “ ∅ P R. Thus, all of the conditions
of Proposition 27 are met, allowing us to conclude that pR,4,Xq is a subring of
pPpMq,4,Xq, id est, R is a ring of sets.

ii. ñ iii. It is clear that E4F P R, for it is taken as a hypothesis. Lemma 30 ensures
EY F P R.

iii. ñ iv. It is clear that EY F P R. Lemma 30 ensures EzF P R.

iv. ñ ii. Lemma 6 guarantees E4F P R. Since E X F “ rE Y FszrE4Fs, we see that
EX F P R, concluding the proof. �

Definition 32 [Boolean Algebra]:
LetM be a set and let E Ď PpMq be a ring overM. E is said to be an algebra of sets, also

known as a Boolean algebra, overM if, and only if, @E P E,Ec P E. ♠

Theorem 33:
LetM be a set and let E Ď PpMq be non-empty. Then the following are equivalent:

i. E is an algebra overM;

ii. E is a ring overM andM P E;

iii. @E, F P E,Ec P E,EX F P E;

iv. @E, F P E,Ec P E,EY F P E. �

Proof:

i. ñ ii. By the definition of algebra over a set, we know E is a ring. Lemma 29
guarantees ∅ P E. Since E is an algebra, we see that ∅c “M P E.

ii. ñ iii. Theorem 31 guarantees that @E, F P E,EzF P E,E X F P E. Let E P E. Since
M P E, we see thatMzE “ Ec P E.

iii. ñ iv. @E P E,Ec P E, by hypothesis. Let E, F P E. Then Ec, Fc P E. Thus,
Ec X Fc P E. Finally, pEc X Fcqc “ EY F P E.

iv. ñ i. Since E is non-empty, we know that @E P E,´E P E (for E is its own additive
inverse). We also know that pEY Ecqc “Mc “ ∅ P E. Notice that EXF “ pEc Y Fcqc P

E. Finally, EzF “ E X Fc P E. Proposition 27 and Theorem 31 guarantee then that E
is a ring, and we know Ec P E,@E P E by hypothesis. Hence, E is an algebra.

�

Algebras seem to be an interesting stage for us to develop Measure Theory. After all,
if we know the volume of two different sets, we should also be able to know the volume of
their union. We also expect to be able to know the volume of the whole space. Finally, if
we know the volume of a set and some subset of it, we expect the volume of the different
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to be the difference of the volumes. Algebras (in fact, σ-algebras, which we shall define in
an instant) shall eventually occur quite naturally within the theory.

Wemight also be interested in dealing with countable unions of sets, which motivates
the following definition. Notice we are restricting ourselves to countable unions, for
arbitrary unions would lead us to reobtaining PpMq far more easily, as we already know
we can’t measure every set.

Definition 34 [σ-sup-closed and σ-inf-closed]:
LetM be a set and let E Ď PpMq. E is said to be σ-sup-closed if, and only if, @pEnqnPN P

EN, it holds that supnPN En P E. Analogously, E is said to be σ-inf-closed if, and only if,
@pEnqnPN P E

N, it holds that infnPN En P E.
Finally, E is said to be σ-closed if, and only if, it is simultaneously σ-sup-closed and

σ-inf-closed. ♠

Definition 35 [σ-rings and σ-algebras]:
Let M be a set. A ring over M is said to be a σ-ring over M if, and only if, it is

σ-sup-closed. Analogously, an algebra overM is said to be a σ-algebra overM if, and only
if, it is σ-sup-closed. ♠

Proposition 36:
LetM be a set and let R be a ring overM. If R is σ-sup-closed, it is σ-inf-closed. Let E be an

algebra overM. E is σ-sup-closed if, and only if, it is σ-inf-closed. �

Proof:
Let pEnqnPN P RN. We want to prove that infnPN En P R.
Let us denote E “ supnPN En. Since R is σ-sup-closed, we know that E P R. Since R is

a ring, we know that Fn “ EzEn P R,@n P N. As a consequence, supnPN Fn P R. Hence,
EzrsupnPN Fns P R. However, notice that

Ezrsup
nPN

Fns “ EX

„

sup
nPN

pEX Ec
nq

c
,

“ EX

„

inf
nPN
pEc Y Enq



,

“ EX

„

Ec Y inf
nPN

En



,

“ EX inf
nPN

En,

“ inf
nPN

En, (2.48)

where, in the last line, weused the fact that infnPN En Ď supnPN En. Thus,R isσ-inf-closed.
Let us now consider an algebra E. Since E is closed under complements, we know that

Ec
n P E,@n P N. We also know that E “ supnPN Ec

n P E. Ec P E. However,

Ec “

„

sup
nPN

Ec
n

c
“ inf
nPN

En P E. (2.49)

Hence, if E is σ-sup-closed, it is also σ-inf-closed. A similar proof applies to the reverse
statement. �
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Corollary 37:
All σ-rings are σ-closed. �

Proof:
Straightforward from the definition of σ-ring and Proposition 36. �

Corollary 38:
Let R be a σ-ring over a setM. Let pEnqnPN P RN. It holds that

lim inf
nÑ`∞ En P R, lim sup

nÑ`∞ En P R. (2.50)
�

Proof:
From Corollary 37 we know that @n P N, Fn ” infkěn Ek P R. Corollary 37 also

implies then that supnPN Fn P R. Thus, we conclude that

sup
nPN

inf
kěn

Ek “ lim inf
nÑ`∞ En P R, (2.51)

as desired. The proof for lim sup is analogous. �

Theorem 39:
LetM be a set and let E Ď PpMq be a non-empty collection. The following are equivalent:

i. E is a σ-algebra;

ii. @E P E,Ec P E and E is σ-sup-closed;

iii. @E P E,Ec P E and E is σ-inf-closed. �

Proof:

i. ñ ii. Holds by definition;

ii. ñ iii. Let pEnqnPN P EN. We know Ec
n P E,@n P N. Thus, supnPN Ec

n P E. Finally,
“

supnPN Ec
n

‰c
“ infnPN En P E.

iii. ñ i. Let E, F P E. σ-inf-closedness guarantees E X F, and we know Ec P E by
hypothesis. Theorem 33 guarantees that E is an algebra. Proposition 36 ensures E is
a σ-algebra.

�

Given two setsM,N, a function f : M Ñ N and a ring (algebra, σ-ring or σ-algebra)
over N, we can “pull-it-back” to obtain a similar structure onM.

Proposition 40:
LetM andN be sets and let f : MÑ N be a function. Suppose R is a ring, algebra, σ-ring or

σ-algebra over N. Then

f´1pRq ”
!

f´1pEq;E P R
)

(2.52)

is a ring, algebra, σ-ring or σ-algebra overM. �
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Proof:
Suppose R is a σ-ring. Let F1, F2 P f´1pRq. Then DE1,E2 P R such that F1 “ f´1pE1q

and F2 “ f´1pE2q. We then have

F1 Y F2 “ f
´1pE1q Y f

´1pE2q,
“ f´1pE1 Y E2q P f

´1pRq. (2.53)

Similarly,

F1zF2 “ F1 X F
c
2,

“ f´1pE1q X f
´1pE2q

c,
“ f´1pE1 Y E

c
2q P f

´1pRq. (2.54)

Let pFnqnPN P f´1pRqN. Then there is pEnqnPN P RN such that Fn “ f´1pEnq,@n P N.
We then have

sup
nPN

Fn “ sup
nPN

f´1pEnq,

“ f´1
ˆ

sup
nPN

En

˙

P f´1pRq. (2.55)

Similar proofs apply for algebras. �

Notation:
LetM and N be sets and let f : M Ñ N be a function. Let E Ď PpNq be an arbitrary

collection. We denote the set of the preimages of elements of E by f´1pEq, id est,

f´1pEq “
!

f´1pEq;E P E
)

. (2.56)
♦

In a similar manner, given some structure defined on M, we are able to “push-it-
forward” and obtain a similar structure on N.

Proposition 41:
LetM andN be sets and let f : MÑ N be a function. Suppose R is a ring, algebra, σ-ring or

σ-algebra overM. Then

R˚ ”
!

E P PpNq; f´1pEq P R
)

(2.57)

is the largest ring, algebra, σ-ring or σ-algebra overM such that f´1pR˚q Ď R. �

Proof:
Let E, F P R˚. Then f´1pEq, f´1pFq P R. Thus, f´1pEq Y f´1pFq “ f´1pE Y Fq P R.

Hence, E Y F P R˚. Similar arguments can be made to prove R˚ is a ring, algebra, σ-ring
or σ-algebra overM.

Let us now prove thatR˚ is the largest such structurewith the property that f´1pR˚q Ď
R. f´1pR˚q “ R holds by the very definition of R˚.

Suppose E is a ring, algebra, σ-ring or σ-algebra such that f´1pEq Ď R. Let E P E. We
know that f´1pEq P R. Thus, E P R˚, by definition of R˚. This concludes the proof. �
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Wemay specify a ring, algebra, σ-ring or σ-algebra by demanding it to be the smallest
such structure containing a given set. This is possible due to the following result.

Lemma 42:
LetM be a set, Λ be an arbitrary collection of indices and let, @ λ P Λ, Rλ Ď PpMq be a ring,

algebra, σ-ring or σ-algebra. Then it holds that R ” infλPΛRλ is also a ring, algebra, σ-ring or
σ-algebra. �

Proof:
We shall prove the result for σ-algebras. The remaining cases are similar.
Suppose E P R. Then E P Rλ,@ λ P Λ. Since all these collections are σ-algebras,

Ec P Rλ,@ λ P Λ. Hence, Ec P R.
Assume now pEnqnPN P RN. Then pEnqnPN P RN

λ ,@ λ P Λ. Since all Rλ are σ-algebras,
it holds that supnPN En P Rλ,@ λ P Λ. Hence, supnPN En P R.

Theorem 39 guarantees R is a σ-algebra. �

Definition 43 [Rings, Algebras, σ-rings and σ-algebras Generated by a Family]:
LetM be a set and let F Ď PpMq be an arbitrary family of sets. The ring generated by

F (analogously for an algebra, σ-ring or σ-algebra) is the smallest ring R containing the
family F, id est, the ring RpFq defined by

RpFq ” inf tR;F Ď R,R is a ring overMu . (2.58)

Given a family F, we denote the ring generated by F by RpFq, the σ-ring generated by
F by σ̃pFq, and the σ-algebra generated by F by σpFq. ♠

Proposition 44:
LetM, N be sets, f : MÑ N be a function and F Ď PpNq. It holds that

f´1 pσpFqq “ σ
´

f´1pFq
¯

, (2.59)

with similar results for rings, algebras and σ-rings. �

Proof:
We shall prove the result for σ-algebras. The remaining cases are similar. Finish

proof!�
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